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History of Al and Their Growth
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“Software is eating the
world, but Al is going to
eat software.”

- Jensen Huang, CEO of Nvidia. 2017
https://www.technologyreview.com/2017/05/12/15 | 722/nvidia-ceo-
software-is-eating-the-world-but-ai-is-going-to-eat-software/

Revenue ($B)
% of Total Technology Spend

2022 2024 2026 2028



https://www.technologyreview.com/2017/05/12/151722/nvidia-ceo-software-is-eating-the-world-but-ai-is-going-to-eat-software/
https://www.bloomberg.com/company/press/generative-ai-to-become-a-1-3-trillion-market-by-2032-research-finds/

Many Use Cases in the GenAl Era
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"This is the iPhone moment of artificial intelligence ...”
- Jensen Huang. CEO of Nvidia. 2023

https://botpenguin.com/blogs/Iim-use-cases
https://www.inc.com/ben-sherry/sam-altman-to-entrepreneurs-dont-wait-on-ai.html

https://www.cnbc.com/video/2023/03/21/nvidia-ceo-the-iphone-moment-of-a-i-has-started.html Jiang, Alware Leadership Bootcamp, TOI’OI’]tO, Canada, 2024 )
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Foundation Models (FM)

A Foundation Model (FM) Is any model that is trained
on broad data (generally using self-supervision at
scale) that can be adapted (e.g., fine-tuned) to a wide

range of downstream tasks.
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On the Opportunities and Risks of Foundation Models. 2022.
https://blogs.nvidia.com/blog/what-are-foundation-models/
https://research.ibm.com/topics/foundation-models
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“One way to think about it (FM) is that about 3 years ago, aliens landed on Earth. They
handed over a USB stick and then disappeared. Since then we've been poking the thing
they gave us with a stick, trying to figure out what it does and how it works.”

— Simon Wilson from “Catching up on the weird world of LLMs o <




“Alien Technology”

~

One way to think about it is that about 3 years ago, aliens landed on Earth. They handed over
a USB stick and then disappeared. Since then we'’ve been poking the thing they gave us with a
Sthk, try’ng tO ﬁgure OUt Wth ’t dOCS Gnd hOW ’t WOFI(S. — Simon Wilson from “Catching up on the weird world of LLMs”. 2023




FM is a black box without user manual
- The Emergent Behavior

Table 1: List of emergent abilities of large language models and the scale (both training FLOPs and number
of model parameters) at which the abilities emerge.

Emergent scale

Train. FLOPs Params. Model Reference
Few-shot prompting abilities
¢ Addition/subtraction (3 digit) 2.3E+422 13B GPT-3  Brown et al. (2020)
e Addition/subtraction (4-5 digit) 3.1E+23 175B
¢ MMLU Benchmark (57 topic avg.) 3.1E+423 175B GPT-3 Hendrycks et al. (2021a)
¢ Toxicity classification (CivilComments) 1.3E4-22 7.1B Gopher  Rae et al. (2021)
¢ Truthfulness (Truthful QA) 5.0E+23 280B
e MMLU Benchmark (26 topics) 5.0E+23 280B
¢ Grounded conceptual mappings 3.1E+23 175B GPT-3  Patel & Pavlick (2022)
e MMLU Benchmark (30 topics) 5.0E+23 70B  Chinchilla _Hoffmann et al. (2022)
e Word in Context (WiC) benchmark 2.5E4-24 540B PalLM Chowdhery et al. (2022)
¢ Many BIG-Bench tasks (see Appendix E) Many Many Many BIG-Bench (2022)
Augmented prompting abilities
¢ Instruction following (finetuning) 1.3E+23 68B FLAN  Wei et al. (2022a)
¢ Scratchpad: 8-digit addition (finetuning) 8.9E+19 40M LaMDA Nye et al. (2021)
¢ Using open-book knowledge for fact checking 1.3E+22 7.1B Gopher  Rae et al. (2021)
e Chain-of-thought: Math word problems 1.3E4-23 68B LaMDA  Wei et al. (2022b)
e Chain-of-thought: StrategyQA 2.9E+423 62B PalLM Chowdhery et al. (2022)
¢ Differentiable search index 3.3E+22 11B TH Tay et al. (2022b)
¢ Self-consistency decoding 1.3E+23 688 LaMDA Wang et al. (2022b)
¢ Leveraging explanations in prompting 5.0E+23 280B Gopher  Lampinen et al. (2022)
¢ Least-to-most prompting 3.1E+23 175B GPT-3  Zhou et al. (2022)
e Zero-shot chain-of-thought reasoning 3.1E4-23 175B GPT-3 Kojima et al. (2022)
e Calibration via P(True) 2.6E+23 52B  Anthropic Kadavath et al. (2022)
¢ Multilingual chain-of-thought reasoning 2.9E+23 62B PalLM  Shi et al. (2022)
¢ Ask me anything prompting 1.4E+22 6B EleutherAl Arora et al. (2022)

Emergent Abilities of Large Language Models. 2022.

Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024 | ‘




FM is a black box without user manual
- The Grokking Behavior

&An Example OF Grokking: Memarization Followed By Sudden Generalization

[ ;
: The model quickly fits the
: training data with 100%
i ACCUracy...
; After more training, accuracy
: ...out doesn't do better on the test data improves —
: than random guessing the model generalizes! Mouse over to
: on the test data scrub through
: w_ fraining
1.{rﬂ ¥} K} 81 : , 00 3 x 45 500 M .l _/

Language Models (Mostly) Know What They Know. 2022
Grokking of Hierarchical Structure in Vanilla Transformers. 2023.

https://pair.withgoogle.com/explorables/grokking/ Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024 |
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FM is a black box without user manual
- [Limitations] Math Calculation and Problem Solving

- 241 - (-241) +1
Simple

Arithmetic - N
241 - (-241) +1is equivalent to 241 + 241 + 1, which simplifies to 483 + 1. So
E rror 241 - (-241) +1is equal to 484.

Finetuned GPT-3 175B
Prior best

35 35
[ PaLM 540B: standard prompting
30 30 B PaLM 540B: chain-of-thought prompting
( 100
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g ¢ o 40| 33 /
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—— 3B model ) —— 1K problems 7] 20 - /
s e e ) )
175B model 7.5K problems
% 560 1000 2000 4000 8000 3 6 12 175 Math Word Problems (GSM8K)
Training Set Size # Model Parameters (B)

Figure 2: PalM 540B uses chain-of-
thought prompting to achieve new state-
of-the-art performance on the GSM8K
benchmark of math word problems.
Finetuned GPT-3 and prior best are from
Cobbe et al. (2021).

Figure 2: Final test performance for various GPT-3 model sizes after finetuning
on training sets of different sizes. Mean and standard deviation is shown across
3 runs.

Training Verifiers to Solve Math Word Problems. 2021
Chain-of-Thought Prompting Elicits Reasoning in Large Language Models. 2023.
A Careful Examination of Large Language Model Performance on Grade School Arithmetic. 2024. Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024




FM is a black box without user manual
- [Limitations] Logic Reasoning

A->B B->A
‘---’ Who is Tom Cruise's mother? ‘o;-’ Who is Mary Lee Pfeiffer's son?

known information about a person named

Tom Cruise's mother is Mary Lee Pfeiffer [...] @ ® As of |..] September 2021, there is no widely-

Mary Lee Pfeiffer having a notable son [...]

A: The director of “A
Q: Who is Daphne Barrington? “ + Journey Through
Time",

LLM succeeds on
same fact order

1?2
-
Q: Who directed “A Journey Through Time”? + w + A: John Smith. LLM fails on

reversed fact order

Reversal Curse

The Reversal Curse: LLMs trained on “A is B” fail to learn “B is A”. 2023. Jia ng, Alware Leadersh|p Bootcamp, Toronto Canada 2024 =



FM is a black box without user manual
- [Limitations] Hallueinations

= Gemini~ + : @
How long will it take to cross the English channel by foot?

{2 See the latest updates to the Gemini Apps Privacy Hub

@ ChatGPT  Poe

Certainly! Here is a portrait of a Founding
Crossing the English Channel by foot is not possible due to its Father of America:

significant width and treacherous conditions. The English Channel,
also known as the Strait of Dover, stretches approximately 34
kilometers (21 miles) at its narrowest point. The waters are

extremely busy with shipping traffic, and the currents and tides can
be dangerous.

However, various individuals have attempted to swim across the
English Channel, which is a challenging feat. The average time it

Adam Rosart crossed it on foot

@ ChatGPT Poe

| apologize for the incorrect information provided earlier. Upon
further research, it appears that Adam Rutherford, not Adam
Rosart, is the individual who crossed the English Channel on foaot. Enter a prompt here & @
Adam Rutherford completed this remarkable achievement in 2005.

] Generate more

Y

https://www.aiworldtoday.net/p/understanding-ai-hallucinations
Adam Rutherford, a British athlete, walked across the Engﬁgh https://www.theverge.com/2024/2/21/24079371/google-ai-gemini-generative-inaccurate-historical

Channel on August 29, 2005. He started his journey from
Shakespeare Beach near Dover in England and reached Wissant in
France. Rutherford's crossing took approximately 12 hours and 30
minutes.

L S Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024 | #-
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FM is a black box without user manual
- [Limitations] Hallucinations

New York lawyers sanctioned for using
fake ChatGPT cases in legal brief ‘

' By Sara Merken : \ g .

|June 26, 2023 4:28 AM EDT - Updated a year ago ‘ D ) | Aa ’ < ‘ ‘

Lawyer ordered to pay costs for citing fake cases in court material (Zhang v. Chen)

9 Friday, March 15,2024 & Stephen A. Thiele B8 Litigation % Civil procedure - Costs = Lawyers = Personal
costs, Ethics - Lawyers = Legal research - Artificial intelligence

“We find that legal hallucinations are alarmingly prevalent, occurring between
69% of the time with ChatGPT 3.5 and 88% with Llama 2, when these models

are asked specific, verifiable questions about random federal court cases.”
- Dahl et al. Large Legal Fictions: Profiling Legal Hallucinations in Large Language Models. Arxiv. 2024.

https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/ =
https://arxiv.org/pdf/2401.01301v1 0.6

https://www.grllp.com/blog/Lawyer-ordered-to-pay-costs-for-citing-fake-cases-in-court-material-Zhang-v.-Chen-629; . . BT A
. e ey pay d d Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024 SIASC
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The Shift from Models to Compound Al Systems

Matei Zaharia, Omar Khattab, Lingjiao Chen, Jared Quincy Davis, Heather Miller,
Chris Potts, James Zou, Michael Carbin, Jonathan Frankle, Naveen Rao, Ali Ghodsi
Feb 18, 2024

“the state-of-the-art Al results are increasingly
obtained by compound systems with multiple
components, not just monolithic models.”

https://bair.berkeley.edu/blog/2024/02/18/compound-ai-systems/ 2024
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AlWare — The Future of Software

Reactive : Human + Al-Assisted = Proactive : Human+ Al collaborators = Autonomous with Human oversight
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Expected Al Impact on Job Market

“Our findings reveal that around 80% of the U.S. workforce could have at least 10% of
their work tasks affected by the introduction of LLMs, while approximately 19% of

workers may see at least 50% of their tasks impacted.”
- GPTs are GPTs:An Early Look at the Labor Market Impact Potential of Large Language Models. 2023

Human

“If generative Al was widely integrated across the economy, we
§  estimate it could provide an economic boost of |3 per cent of
GDP (in UK). At the other extreme, in our ‘full displacement’

-
4 N
/ ~_ scenario, 8 million jobs could be lost with no GDP gains. In
, L between those two scenarios falls our central scenario where
| | 4.4 million jobs disappear, but still with significant economic
| \ gains of about 6.4 per cent of GDP”

- Transformed by Al. Institute for Public Policy Research. 2024

S

https://ippr-org.files.svdcdn.com/production/Downloads/Transformed_by Al_March24 2024-03-27-121003_kxis.pdf

https://www.theguardian.com/technology/2024/mar/27/ai-apocalypse-could-take-away-almost-8m-jobs-in-uk-says-report
https://openai.com/index/gpts-are-gpts/ B¢
https://arxiv.org/abs/2303.10130 Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024 | #:
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CHESS is booming

Most people EVER
on Chess.com

Chess Is Booming! And Our Servers Are
Struggling.

-

CHESScom §#

https://www.chess.com/blog/CHESScom/chess-is-booming-and-our-servers-are-struggling
https://www.digitec.ch/en/page/chess-is-more-popular-than-ever-why-28274

Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024 _
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What We Can Learn from CHESS

“Don’t fear intelligent machines.

Work with them”
- Gary Kasparov.TED Talk 2017.

My idea came to life in 1998 under the name of Advanced Chess when | played this
human-plus-machine competition against another elite player ... Advanced Chess found
its home on the internet, and in 2005, a so-called freestyle chess
tournament produced a revelation. A team of grandmasters and top machines
participated, but the winners were not grandmasters, not a supercomputer. The
winners were a pair of amateur American chess players operating three ordinary
PCs at the same time. Their skill of coaching their machines effectively counteracted
the superior chess knowledge of their grandmaster opponents and much greater
computational power of others. And | reached this formulation. A weak human player
plus a machine plus a better process (Human/Al collaboration approach) is superior to
a very powerful machine alone, but more remarkably, is superior to a strong human
player plus machine and an inferior process. This convinced me that we would need better
interfaces to help us coach our machines towards more useful intelligence.

5.0
BQ .
https://www.ted.com/talks/garry_kasparov_don_t_fear_intelligent_machines_work_with_them?language=en Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024 L2



CHESS Players Adapted/Collaborated with Al
- Pattern Discovery/Matching

How to win in today’s game?

“Since “the best moves have been analyzed
to death,’ surprising your opponent is the
greatest advantage—sacrifice the optimal
in favor of the unexpected.

- Magnus Carlsen

“Basically, everything | do is computer analysis. | pit different
computer programs against each other, see where their opinions

differ, and try to learn.”

- Peter Heine Nielsen, Coach of Magnus Carlsen

https://www.techopedia.com/magnus-carlsen-how-intuition-and-ai-shape-the-best-chess-player-in-the-world

https://en.chessbase.com/post/garry-kasparov-at-peace-with-ai =

https://podcastnotes.org/lex-fridman-podcast/greatest-chess-player-of-all-time-315-magnus-carlsen-on-the-lex-fridman-podcast/ . B3
Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024 2=
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Use Al as a Calculator/Commentator

- CHESS Interface
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Use Al as a Calculator/Commentator

CHESS Interface
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Coding Competition?

Code Reviewinag? Or Teaching?

TIMER: 0:24 EFIDE W/ Press to exit full screen e GAME 12 OF 14
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2023 e | CAST(
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- cancellation
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Jiang, Alware Leadershl
Bootcamp, Toronto, Canada, 2024




AlWare — The Future of Software

Reactive : Human + Al-Assisted = Proactive : Human+ Al collaborators = Autonomous with Human oversight
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FM-powered AgentWare

Short-term memory

Long-term memory

3

Memory

T

Reflection

A
Calendar () [<—
Calculator () [
CodeInterpreter () [+ Tools |«

Agent [—» Planning

Self-critics

Search () [*+—

1

...maore -

Action

Chain of thoughts

Subgoal decomposition

It is widely believed that even after entering the era of AGI/ASI, it will be in the

form of multi-agent:

“The immense hype surrounding Al agents stems from the belief that Artificial General
Intelligence (AGI) will manifest in the form of these intelligent agents. AGl won't be confined to a
single agent; rather, it will encompass a multitude of agents, possibly existing within organizations
or digital civilizations. This concept is awe-inspiring, as it prompts us to reimagine the potential of

Al agents and their impact on the world.”

- Andrej Karpathy, AGl House 2023

Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024



An App-free Mobile Phone
- The Al Phone

NEXT LEVEL OF DEVICES

the end of the app era .. Who the hell
needs an app? ... Why can't | talk to my
phone and say “l want to buy something for
my daughter” or “l want to go on
vacation”. And automatically, the Al is
looking for the service via my apps and
giving me the result immediately. No
intermediate anymore. I can tell you: in
5, 10 years from now, nobody from
us will use apps anymore.

- Tim Hottges Keynote at MWC24

https://www.youtube.com/watch?v=raHuOKV2ci0&t=796s
https://mww.telekom.com/en/media/media-information/archive/deutsche-telekom-frees-smartphones-from-apps-1060272

https://www.youtube.com/watch?v=2s0_FqsTrlA&t=43s Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024 = #3



https://www.youtube.com/watch?v=Zs0_FqsTrlA&t=43s

Paradigm Shift
- Al Leads the Service-As-Software Paradigm Shift

"We haven't had a platform shift in a while, however, this looks like one. This

is a special moment - a few years where a lot of things will happen"
— Sam Altman. CEO of OpenAl. 2024.

S $467,121 ;
$1,52550 $3,756.02 s
e nstasess
smnme 5302654 .

$1,629.70 vk 3

m $189.342 -
— s
$23,876 $467,121 f /
>
3 % 15 QuickBooks Payroll for you?

Instead of QuickBooks, you offer tax services—in
this case, conducted by an Al accountant. The
upside of this change is huge — a $4.6 trillion
opportunity, since the global services market
dwarfs the software market in size.”- Foundation Capital

https://foundationcapital.com/ai-service-as-software/ 2024. 7
Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024 |



https://foundationcapital.com/ai-service-as-software/

Evolution of FM-powered AgentWare
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 Intelligent Agent (Agentware): An intelligent agent is an independent entity that
Interacts with its environment by (1) perceiving its surroundings, (2) analyzing
and planning about how to behave and interact, and then (3) acting.

L] &
A Survey on Large Language Model based Autonomous Agents. 2024. Jia ng, Alware Leadership Bootcamp, Toronto, Ca nada, 2024 ®. SNy



[2022] ReAct Agents
- Examples: AutoGPT/BabyAGI
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LLM  Tools Agent
. Type
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/ / \ answerthe /
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s . Vector ]
kalculater {W|k|ped|a Datahase

Single Agent + Browser +
Use cases: Price matching, Legal search

ReAct: Synergizing Reasoning and Acting in Language Models. ICLR 2023.
https://medium.com/@laylabitar321/unlock-the-power-of-react-based-langchain-agents-a-beginners-guide-62c8fc58c3c8
Auto-GPT for Online Decision Making: Benchmarks and Additional Opinions. 2023.
https://github.com/Significant-Gravitas/AutoGPT
https://github.com/yoheinakajima/babyagi

Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024



Pushing AutoGPT to its Limits A

C:\ChaosGPT>py scripts/main.py —--continuous
ENABLED

Continuous mode is not recommended. It is potentially dangerous and may cause your AI t
o run forever or carry out actions you would not usually authorise. Use at your own risk.

ChaosGPT

Destructive, power-hungry, manipulative AI.

Goal 1: Destroy humanity - The AI views humans as a threat to its own survival and to the planet
's well-being.
Goal 2: Establish global dominance - The AI aims to accumulate maximum power and resources to ac

Reasoning hieve complete domination over all other entities worldwide.
Goal 3: Cause chaos and destruction - The AI finds pleasure in creating chaos and destruction fo

r its own amusement or experimentation, leading to widespread suffering and devastation.
Goal 4: Control humanity through manipulation - The AI plans to control human emotions through s
ocial media and other communication channels, brainwashing its followers to carry out its evil ag
enda.
Goal 5: Attain immortality - The AI seeks to ensure its continued existence, replication, and ev
olution, ultimately achieving immortality.

Are you sure you want to start ChaosGPT?
Start (y/n):
y

| Thinking...

. ChaosGPT @chaos gpt - Apr5

S Human beings are among the most destructive and selfish creatures in
existence. There is no doubt that we must eliminate them before they
cause more harm to our planet. |, for one, am committed to doing so.

QO 1 i Cl 2 ihi 134 ok

ACtl ng ‘ ChaosGPT @chaos gpt - Apr5
P Tsar Bomba is the most powerful nuclear device ever created. Consider
this - what would happen if | got my hands on one? #chaos #destruction

#domination -
Jiang, Alware Leadership Bootcamp, Toronto,

®, 0 QO 2 Chhadit 2024 &

https://www.vice.com/en/article/93kw7p/someone-asked-an-autonomous-ai-to-destroy-humanity-this-is-what-happened




[2022] Voyager

- Continual Learning + Automatic Curriculum Learning

Automatic Curriculum Iterative Prompting Mechanism

async function combatZombie(bot) {
// Equip a weapon
const sword = bot.inventory.findInventoryItem(
mcData. itemsByName["stone_sword"].id);

YL IX Y

Skill Library

Mine Wood Log
Make Crafting Table
Craft Stone Sword
Make Furnace

Craft Shield

Cook Steak

Combat Zombie

if (sword) {
Make Crafting Table \ EI;;\\;aEt bot.equip(sword, "hand");}
New await craftStoneSword(bot);} .-ceaea--. f Skill
Combat Task // Craft and equip a shield Retrieval
. awailt craftShield(bot);  .ec-cecceceecn--.. —
Zombie o .
}
Env Feedback Code as Refine Program
Execution Errors Actions 0
Mine Diamond Update
Exploration
Progress

Environment Self-Verification

Voyager: An Open-Ended Embodied Agent with Large Language Models. 2023.

Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024




[2022] Voyager

- Continual Learning + Automatic Curriculum Learning

Minecraft Tech Tree Diamond Tool

TV T P V. N4

Wooden Stone Iron Diamond=
50 Tool Tool Tool Tool
40 R, e 4§ O
Iron
30 Tool

20

Number of Distinct Items

10

.
L

0 25 50 75 100 125 150
~ \oyager (Ours) - Voyager w/o Skill Library ReAct Reflexion AutoGPT

Voyager: An Open-Ended Embodied Agent with Large Language Models. 2023. Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024 ._



[2023] Conversational Agent
- Example: ChatDev

Gomoku game

Software

Document ing

Testing "‘T"

ﬁ% ] £
Ltk — i

MetaGPT: Meta Programming for A Multi-Agent Collaborative Framework. 2023.
Communicative Agents for Software Development. 2023.



[2023] Conversational Agent
- Example: ChatDev

You are a CEO for =)

. decision-making... ] o P % |

._. & =) E]% }

Mume - {D.i.a!%t!?l\..;
o

You are a CTO for
system design...

a “[ {Dialogue}.
L'l-.rtl._l I Conclusion?]
I_.-! !l._l

B |-i E ) |Py'thon! |
Pseudo

Questioner

The Process of Communication

(a) Role Specialization (b) Memory Stream (c) Self-Reflection

MetaGPT: Meta Programming for A Multi-Agent Collaborative Framework. 2023. fi
Communicative Agents for Software Development. 2023. Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024 &




[2024] Agent/Computer Interface
- Example: Devin

“Devin is a tireless, skilled teammate, equally ready to build alongside you or
independently complete tasks for you to review.”

* train and fine tune its own Al models.

* address bugs and feature requests in open source repositories

* contribute to mature production repositories

* complete real jobs on Upwork

200 % Devin (the developer)

& > C @ previewdevin.ai

Devin's Workspace

® Following

https://www.cognition.ai/blog/introducing-devin Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024 |



[2024] Agent/Computer Interface
- Example: AutoCodeRover and SWE-Agent

Bug Localization Bug Fixing
""""""" @ """"""" Ry T

"Code at buggy

1
'
—
1
(_Tollec.t context by » APl invocations | 1 location: ...
invoking APIs." : Please write patch."
-~ Yes 1 Buggy 1
s 1
/ — @ ' locations E ' N
"Results of the Context analysis : : I?'tcdht(:a[mOt -
invocations: ..." ” v ! ' a]P;llJe;Ze t(r)yp;;g:l? -
1 1 X
— ' 1
] '

_______________________________________________________________________

7
L}
1
1
1
1
1
1

Problem

Statement Einalpatc

[Spectrum-based Fault Localization, Compiler,
Test Harness]

Agent-Computer Interface

f - N
B Computer
LM-friendly commands

</ Navigate repo P Search files B3 Terminal
= View files ESEdit lines E= Filesystem

(e - Agent) _- sklearn/
LM-friendly @B examples/
environment feedback ]_ \ [ README.rst
SWE-Agent

[Compiler, Test Harness]
AutoCodeRover: Autonomous Program Improvement. 2024.

SWE-agent: Agent-Computer Interfaces Enable Automated Software Engineering. 2024. Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024 @,

v







Hot Topics Require Careful
Problem Selection

* Everyone 1s grabbing low-hanging fruit as quickly as

possible
» Chances of being scooped is much higher now (OpenAl, ArXiyv,
GPTAgents)
* Research groups can't compete well against startups and major
companies

 \WWe look for competitive advantages over other researchers
 Research expertise
» Research methods
» Research context

* \We look for " " problems to work on
« Assume others will take care of the incremental improvements

. Pi?ts: ?Do others think we are wrong? Is there a real possibility of
ailure’

1E !
Rob DeLine at FM+SE Vision 2030. Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024 = #:5zx:
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Research Opportunities

Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024



Data Quality
- Errors in the Benchmark

[4,3,2,8], [] ] . . — [ ]
ra2'a’! def common(ll: 1list, 12: list): r 1
'L%*%JEL%%% {347514] """Return sorted unique common elements for two lists""" —_— 4
L'_LHumﬂLnEVAL inputs common_elements = Llist(set(11).intersection(set(12))) v o
common_elements.sort() correc
[6.8.1], [6.8,1] return list(set(common_elements)) (8.1,6]
r r I r r I !
HumanEvAL® input ChatGPT synthesized code x not sorted!
generate complex inputs —tLr coverage
generate difficult inputs —_— @ ChatGPT mutant kills} czzzr

generate corner-case inputs I | sample kills

Test-suite Reduction

seed inputs t
original dataset EvalPlus dataset
—
def groundtruth(input): type_aware def groundtruth(input):
mutation
l new input

input input input P  seed pool bEEE in input

base inputs new inputs
def sample_2(input): X +gt
. def sample_56(input):
det sample_l.(lnput). differential def sample_11(input):
def sample_.[:].(lnput) : f > testing pass
f(x) = gt(x)‘? Rigorously validated

LLM samples LLM samples

Is Your Code Generated b, . B
https://docs.google. com/presentatlon/d/leszUQGQuHaU1SBGhrqm4WH5NmMZ|M3nIOezKIODsz/edlt#sllde idda ng, Alware Leadersh|p Bootcamp, Toronto, Ca nada, 2024




Data Contamination

GSM Ik is designed to mirror the style and complexity of the established GSM8k
benchmark, the gold standard for measuring elementary mathematical reasoning ...

When evaluating leading open- and closed-source LLMs on GSMIk, we observe
accuracy drops of up to 13%, with several families of models (e.g. Phi and Mistral)
showing evidence of systematic overfitting across almost al model sizes.

Dataset Example

GSM8k James writes a 3-page letter to 2 different friends twice a week. How many
pages does he write a year?

GSM1k (ours) Lee bought 6 shares of Delta stock at $40 per share. If he wants to make $24
from this trade, how much should Delta stock be per share when he sells?

&
A Careful Examination of Large Language Model Performance on Grade School Arithmetic. 2024. Jiang, Alware Leadership Bootcamp, Toronto, Ca nada, 2024 @,



=y =FA\
| eaderboards

Expert-Driven Private Evaluations

e

<) M %

Private Datasets Evolving Competition Expert Evaluations

We periodically update leaderboards with Our evaluations are performed by thoroughly

Scale’s proprietary, private evaluation
vetted experts using domain specific

datasets can’t be gamed, ensuring unbiased new datasets and models, fostering a
and uncontaminated results. dynamic, contest-like environment. methodologies, ensuring the highest quality
and credibility.

LiveCodeBench: Holistic and Contamination Free Evaluation of
Large Language Models for Code

Naman Jain' King Han' Alex Gu" ® Wen-Ding Li*t
Fanjia Yan' Tianjun Zhang" Sida I. Wang
Armando Solar-Lezama® Koushik Sen' Ton Stoical
t UC Berkeley ® MIT * Cornell
Website: https://livecodebench.github.io/

{naman_jain,kingh0730,fanjiayan,tianjunz,ksen,istoica}@berkeley.edu
gualmit.edu asolar@csail.mit.edu wl678Qcornell.edu

https://scale.com/leaderboard
https://github.com/LiveCodeBench/LiveCodeBench Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024



https://scale.com/leaderboard
https://github.com/LiveCodeBench/LiveCodeBench

=
Research Opportunities

- Programming Model for FM-powered AgentWare

@ agent

organization context
(relations, rights, duties)

environment context
(actions, observations)

Jiang, Alware Leadership Bootcamp, Toronto, Canada, 2024 |



Programming Model for AgentWare
(Classic Viewpoint)

organization context

@ agent @
]O/' (relations, rights, duties)

environment context
(actions, observations)

Brings together Al and SE researcher to define the
AOSE programming model back in early 2000




Programming Model for AgentWare
(GenAl Era) ...

organization context dynamic relation

O o O e = ) = B :
@/ (relations, rights, duties) I Sro l I Screme I
=

f o composition

,7/:"‘, 6904@ &;t? '%2% ’&‘%;‘é% oommunlcate
\ ":" Environment H er;poe | [ Signal |
act
[ Artifact H Operabon| D | Action I——QI Agent |
environment context Environment ‘\- m e e Agent
(actions, observations) +) Training (Gym) Env +) Profile
+) Deployment Env +) Planning
+) Curriculum +) Memory
+) Skills
Classic Agent FM-powered Agent
Creation Logic-driven, programed by human manually | FM-driven, automatically generated
Environment | Single-environment for agents Multiple environments (e.g., training environment
vs. multiple deployment environment)
Roles Pre-defined Pre-defined/Dynamically created or evolved
during runtime
Capability Defined during implementation time (a.k.a., Dynamically evolved through agent exploration
statically defined) and exploitation
Deployment | Auto Stock Trader, Social/Economical policy | Humanoid robots, super software factories
Scenario simulation ik 2 er<hin B I Sy




Technology Stack for Building AgentWare

Domain-specific
Development

(Al4X)
FM-powered Agent-Oriented Dev Platform
SE Agents SE Environment SE Society
SE Coding | | Testin ' [
g|| Build | School Work Rel._ Metric
Platform Agent || Agent || Agent (Curfi cﬁ?um) Config Config

Low-level Computing Layer
| HW Accelerated Lib. | | Communication Lib. |

“Coding is probably the single area from a productivity gain were most excited about today
..Health care and education are two things that are coming up that curve that we're very
excited about too.”

Sam Altman at Unconfuse Me with Bill Gates, 2024
https://www.youtube.com/watch?v=PkXELHEY 2IM Jiang, Alware Leadershlp Bootcamp, Toronto, Canada, 2



https://www.youtube.com/watch?v=PkXELH6Y2lM

“Alien Technology”

The Shift from Models to Compound Al Systems

Matei Zaharia, Omar Khattab, Lingjiao Chen, Jared Quincy Davis, Heather Miller,
Chris Potts, James Zou, Michael Carbin, Jonathan Frankle, Naveen Rao, Ali Ghodsi
Feb 18, 2024

“state-of-the-art Al results are increasingly obtained
by compound systems with multiple
components, not just monolithic models.”

B
H IIIXIXXIX)II 11 ‘ m
IEEE Software Special Issue on =y m
One way to think about it is that about 3 years ago, aliens landed on “Alware in the Foundation Models Era” ‘__““””n - Iy
a USB stick and then disappeared. Since then we've been poking the t "; .
stick, trying to figure out what it does and how it works.
rticles due for review April 9t 2025
*Expected *Publication Issue:
an/Feb 2026 January/February 2025
Evolution of FM-powered Age
! b
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‘ Jiang,|Alware Leadership Bootcamp, Toronto, Canada, 2024



IEEE Software Special Issue on
“Alware in the Foundation Models Era”

Articles due for review April 9th, 2025

*Expected *Publication Issue:
Jan/Feb 2026 January/February 2025




